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Abstact—

The violation of timing constraints on signalswithin
a complex systemcan creae timing-inducedfunctianal
errors which alter the value of output signals. These
errors are not detected by traditional functional
validation approaches because functional validation
does not consider signal timing.  Timing-induced
functional errors are also not detectedby traditional
timing analysis approaches becausethe errors may
affect output data valueswithout affecting output signal
timing. A timing fault model, the Mis-Timed Event
(MTE) fault model, is proposedto model timing-
induced functional errors. The MTE fault model
formulates timing errors in terms of their effeds on
the lifespans of the signal values associatd with the
fault. We use several examplesto evaluate the MTE
fault model. MTE fault coverage resultsshows that it
efficiently capturesan important classof errors which
are not targeted by other metrics.

I. INTRODUCTION

The widespred use of comgex hardware systemsin
cost-critical and life-critical applicatiors motivates the
needfor a systematicapprach to veiify fundionality.
Hardware verificationcompleity hasincreasedo thepoirt
thatit domnatesthe costof design In orde to manag the
compgexity of the prablem,we areinvestigding validation
techniaies,in whichfunctionality is veiified by simulating
(or emulating) a system descriptionwith a given test
input sequene. In contrast,veification technqueshave
beenexplored which verify functionality by usingformad
techniaqies (i.e. mode checkirg, equivaence checkirg,
autonatictheorenproving) to preciselyevaluateproperties
of the design. Formal verification techniqes have the
adwentagethatthey areprecise wherevalidationcanonly
provide a degree of certainty which is less than 100%.
However, formal technquessuffer from high compexity,
sotheverificationof largedesignausingformal techniqees
aloneis oftenintractalbe. Thecomgexity of validaion can
be madetractableby using a testsequencef reasoable
length andthe degree of certainty provided can become

arbitrarily close to 100%. We investigate validation
techniqees which canbe usedin conjurction with formal
verificationtechniaquesto verify large hardware systems.

A practicaldifficulty in the validatian of large hardware
systemsis choaing the proper designabstractio level
which providesa tradedf betweensimulationcompexity
and error mockling accurag. In practice validationis
perfamedatall levelsof abstractiorirom behaioral down
to layou. Behaioral hardvare descrigpion langua@gs,
suchasVHDL andVerilog, have only beenfully accepted
by industry for less than a deca@, and researchin
behaioral validation is still developing  Behavioral
software languags have been widely used for several
decadesso it is to be expectedthat previous work in
softwaretestingmaybeleveragdto addessthevalidation
prodem. Several key differencesexist betweensoftware
languags and hardware descriptims languages which
mustbe studiedbefae softwaretestingtechniqiescanbe
applied. The hardware designproessmust considerthe
timing of everts inside the systemto guaanteecorrect
design. Hardware descriptimn languags supprt time-
varying signals andinclude concureng/ constricts such
astheprocessstatemenin VHDL. Thenotion of validating
internaltiming activity atthe belravioral level hasnotbeen
adequtely addessedn eitherthesoftwareor thehardware
domairs. Modeling internd timing constraims during
validationis centralto the hardware validation problem.
Existing software testing models must be enhared to
includetiming relationslips, andto mocel timing-induced
errors.

Previous work in validation test has concetrated on
unit testing the validation of a single task or process.
Theseestingappoachesdentify staticerrors, thoseerras
which directlyimpactdatavalues,indepemlentof thetime
betweenthe application of testdatum. The functionality
of a hardvare systemdeperls on the correctnessof the
commuicationbetweerpracessesaswell the correctness
of eachindividual process. Since eachprocessmay be
timed by a differert clock, inter-processcomrunication
mustbe propely synchonizedin time. Hardware systems
are therefae susceptibleto internal timing errors which



directly impactthe time of the applicationof datarather
thanthe value of thatdata. A timing-inducederror may
causea signal to have an incorrect value for a shot
time period which cannotbe controlledby manipuating
the test sequence. Timing-inducederras may therefoe
manifestthemselesastransienterrorswhoseeffectsmust
be detectedvithin a smallwindow of time. The detection
regurementsfor timing-inducederras arenot satisfiedoy
conventioral fundional validationtechniaies.

Additionally, timing-inducederrois may impactoutpu
datavalueswithout affecting output datatiming, andmay
therebre be ignored by timing analysis. An exanple of
this type of errorwould be a systemdescribedn [25] and
shavnin Figurel. Thesystemperiodicdly takesaninput
from an analoddigital corverter perfoms a compuation
on it, andoutputsthe resultto a digital/aralog corverter.
To simplify the exanple we assumethat Computation X
producesan outpu equalto the input. If Compuation X
competeswithin asinglesampleperiodthentheoutputis a
time shiftedversionof theinput. However, if adesignerror
causeshecomputationto take longerthanasampleperiad,
thenthedataoutpu ateachtime periad will betheincarrect
sampleandtheoutpu signalwill beincorred¢. Noticethat
thetiming errordoesnotnecessarilgffecttherateatwhich
the total systemprodicesoutput data. The digital/andog
convertercanproducea new outpu ateachsampleperiad,
buttheoutpu valueswill beincorect. Wereferto thiserror
as a timing-induced fundional error becase it is caused
by aninterral timing problam, but it manifestsitself asa
functional erra whenviewed from outsideof the system.
A timing-induce functional error will not be detected
by task-level timing analysis[6], [5] becausehe overall
systemstill prodwces dataat the correct rate. To detect
theseerrors a new fault mockel is requirdwhich consides
therelationslip betweertiming andfunctiorality.
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Fig. 1. A systemto processananabg signal

The paperis organizedas follows: Previous work in
hardvare validation is presentd in Sectionll. Section
Il descriles the design fault model for timing errors.
A fault simulation methodis presentedin Section IV.
Resultsarepresentedh SectionV andSectionVI presets
conclwions.

Il. PREVIOUS WORK
A. Hardware Validation

Fault modelshave beendevelopedat differentlevels of
abstractioneachmockl defininga setof expecteddefects.
Logic level mocels[16], [1] assumealefectssuchastheuse
of anincorectgate,insertionof anextra line, deletionof
a line, and deletionof a gate. In [16], the defect model
is usedto direct an autorratic test generatia tool which
is presented. A more broad logic level defectmocel is
presentedn [15] which consides ary defectwhich canbe
repairedby re-syntlesizinga singlesignalin thecircuit. In
[12] a fault mockl is preseted at the finite statemachire
level which assumeshat eacherror affectseithera single
statetransitionor a singletransitionoutput.

Fault modds have been developed directly at the
behaioral level in [8] and [7] where a fault model
assumethatary singlevariableassignmenin abehaioral
descriptionmay be incorred¢. This is representedby
associatingeachvariable assignmentvith both a positive
and negdive tag to representboth assignmenincorrect
possibilities. The tagsare propagatedhroud the contrd-
flow graph using a set of tag propagatia rules which
considermasking effects. In [9], the authos use the
fault model presentedin [7] to build a test geneation
tool basedon the 3-Satisfiability prodem. Mutation
analysishasbeenusedfor hardvarevalidationpreviously
in [13] by corvertinga VHDL progaminto afundionally
equiaent Fortran progiamandthenusingthe Mothra tool
for software mutation analysis[17]. Researcherbave
applied software path testingto VHDL by allowing the
userto selectcontrd-flow pathsto stimulate,and using
constraintprogammingto identify teststo stimulatethe
chosenpaths[24]. The tool preseted in [11] act as a
simulatorand datacollector, allowing the userto specify
the natureof the fault coverageto be computed. We have
previously appliedbothdomaintestinganddataflav testing
method to thevalidatian of behaioral VHDL descriptias
[28], [27]. Previouswork in timing verificationhasstudied
theimpactof designerrois ontiming correctress[3], [19],
[26]. Researchertiave developed techniqes for static
timing analysisof hardware-softwaresystems.

B. Softwae Validation

Software researchrs have beenstudyingthe problem
of validating behaioral descriptios and have developed
several techniques which can be apgied in hardware
validation The earliestsoftware fault coveragemetrics
include statementcoverage, brarch coverage, and path
coverage [2].  Statementcoverage assumesthat the
execuion of afaulty statemenwill guarateethedetection
of the fault. The branchcoveragemetric complengnts
statementoverageby reflectingthe numter of brandes



which are taken at some point duiing testing. The
path coverage metric is a more demailing metric than
either the statementr branchcoverage metrics becage
path coverage reflectsthe numker of contol-flow paths
taken. Sincethe total numbe of contrd-flow pathsgrows
exponentially with the numkber of conditioral statements,
achieving high path coverage is a highly comple task.
Data flow basedtest adeqagy is a structue basedtest
adequagy criteriawhichis concenedwith the occurences
of vaiiablesin a program. Each variable occurence
is classified as either a definition occurenceor a use
occurence. The basiccriteria [22], [10], [4], [20], [18]
identify a subseof pathsthrowghthedataflav graphwhich
mustbe traversedduiing testing. Mutation analysis[17],
[21] is similar to fault simulationusing a setof mutation
opertions which describethe expecteddefects. The
nunber of mutantscan be high, making this apprach
time consumiig, but researcthasbeenperformedto limit
the nunber of mutaris [21], andto wealen the mutation
detectiorrequrementq14].

I1l. MODELING TIMING DESIGN ERRORS

A designerror is a incorrect featue of a designwhich
is accidentallyincluded by the designer Design errois
may range from simple syntactical errors corfined to
a single line of a designdescription to a fundamenth
misuncerstandingof the designspecificationwhich may
impacta large segmert of the descripion. The numker of
potertial designerras is too large to be manaed either
autormatically or manually, soamethods neecedto reduce
comgexity without sacrificingaccurag. A designfault
describs the behaior of a setof designerras, allowing
a larger set of designerras to be modeledby a small
setof designfaults. A designfault modeldescribeghe
definition of a set of faults for an arbitrary design. A
designfault mocel allows the conciserepresentatiorof the
set of all designerrorsfor an arbitrary design Severd
designfault mockls have beenpropasedpreviously in the
areaof softwaretesting,in the context of dataflow analysis
testing.Theseaechniqeesidentify contiol pathswhichmust
be traversedduring testing. Severd testadewag criteria
basedn dataflav analysishave beendeveloped[22], [10],
[20Q], [18]. We proposeto modfy existingdataflav analysis
techniagiesto captue timing errors. We will first describe
the traditiond dataflav analysistechnques,andthenwe
will descrile thenew formuationfor timing errors.

Dataflaov analysis for HDL descriptios [27] is
concened with the occurencesof variables in a HDL
descriptim.  Each variale occurence in a VHDL
descriptio is classifiedas either a definition occurence
or a use occurence. A definition occurrence of a
varialle descriles a statementwherea valueis bound to

the variable. A use occurrerce of a variable describes
a statementwhich refers to the value of the variable.
This occurence information is added to the CDFG
represention asaprepraessingtepto facilitatedataflav
analysis. Figure 2 shavs the CDFG of a simple VHDL
description Note that a node in the graph can have
multiple useoccurencesf avarablebut nomorethanone
definition occurenceof thatvarialle. After the exeaution
of anodecompletesthenodespointedto by outgang solid
edgesbagin to execue if the cordition on the edges are

satisfied.
V
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Fig. 2. Flow graphwith dataflow information.

Basedon the flow gragh model introduced above, a
definition clear path with respectto a variale X is a
pathin the flow graph without definition occurenceof X.
A definitionruse (du) pair of a variade X consistsof a
definitionandauseof variableX whicharecomectedy a
definitionclearpathwith respecto X, from the definition
to the use. If a du pair is exercisedin the definition-use
sequencéy sometestpatternsthenthe du pairis covered
by thetestpatterns All defirtion-use(du) pairs metric[22]
requiresthatall du pairsbe coveredby thetestpatternsi.e.
every definition to every useof that definition shouldbe
exercised In Figure2, therearefour du pairsof varieble P,
(3— > 8), (3= > 10), (5— > 8) and(5— > 10), andthese
du pairsarerequiral to beexecuedby all du pairsmetric.

A. Timing Faut Model

Design faults can be groupedinto two classes,static
faultswhoseobsenationis independentof absolde evert



timing, andtiming faultswhoseobsenetion deendson a
specifictiming of everts oninputsignals.The obsenation
of a static fault dependson the sequenceof test pattern
applicatian, but not the absolutetime of the application of
eachpattern An exanple of astaticfaultis thereplacenent
of the expressionx <=y + 1 with theincorectexpression
X <=y+ 2. Oncethis faultis activated,its effectscanbe
obsered at ary time befae the signalx is redefired. A
timing fault existswhena signalis assignedo the corred
value,but the eventoccus attheincorrecttime. A timing
fault will causea signalvalueto endue for the incorrect
length of time. The timing fault effect can be obsered
only duiing the incorre¢ time periad. The difference
betweerstaticfaultsandtiming faultsis thata timing fault
is active during only a subsetof the time periad between
two definitions, while a static fault is active during the
entiretime periodbetweertwo definitions.

To descrile the detectionpropertiesof timing faults,we
will usethe small examge shavn in Figure 3 in which
ProcessX is sendimy datato Processy through a FIFO
buffer. The FIFO has 3 inputs, (1) datain which takes
input data,(2) write, which is assertedvhennew datais
to be written to the FIFO, and (3) read which is asserted
when datais to be readfrom the FIFO. The FIFO also
has3 outpus, (1) dataait whichis driven with output data
whena readis perfamed, (2) emptywhich indicatesthat
thebuffer contairs nodata,and(3) full whichindicateghat
no new datacanbe written to the buffer. In the following
exanpleswe assumea discreteeventtiming mockel which
is commonly usedwith hardvare and hardvare-softvare
descriptim languages. Although we assumethe discrete
evert modelfor explandion pumposes,the fault model is
not limited in this way andwe will investigatethe useof
differenttiming assumptiosaspartof thisresearch

in datain dat aout out
—>

Proc. X wite | ead Proc. Y

FIFO

full enpty

Fig. 3. Two processescommuni@ting via a FIFO

There are several signal timing relationslips which
must be maintainedto guaratee correctcommunication
betweerthe two processesTypical timing constrairs for
FIFO-basedommunicationinclude the maximumlatencg
on outpu signalssuchasthe emptysignal. If the empty
signalis assertedaterthanexpected,thenProcessy may
attempto readdatafrom anemptybuffer. Figure4 depicts
thetiming detailsinvolved with alateemptysignal.Figure
4a shaws the definition of the emptysignalin the FIFO
descriptimn whereemptysignalis assertedBeforeProcess
Y canreaddatafrom the FIFO, it mustcheckthe empty
signalas shavn in Figure 4b. The evert traceshawvn in

Figure 4c shavs both the correct and the late assertion
times of the emptysignal. The highlighted region which
is refered to asthe error spanis the time during which
the emptysignal hasthe incorrect value. If thereis a use
occurenceduringtheerrorspan thenthatusewill receve
different datavaluesin the correctandthe faulty circuits,
andthefaultwill bedetected.

In addition to everts occuring later than expected,
eventsoccuring earlierthanexpectedcancreateincorrect
resultsaswell. For examge, whenProcesX writesdatato
the FIFO the write signalmustbe assertedifterthe datain
lines receve the datato be written. If the write signalis
issuedearly thenit may occurbeforedatais read/ on the
datainlines. Thefaultis associateavith thedu pair shavn
in Figures5aand5h. Thedatan lines aredefinedin the
codeshawn in Figure5a,andthe datainlines areinserted
into the buffer in the codeshown in Figure5b. The evert
tracein Figure5c depictstheerrorspanassociategvith the
fault.

We cannow definea fault modé which descriles the
set of timing faults potentially containedin a hardware
software description In orde to do so, we must make
clear the distinction betweena definition (use) statement
and a definition (use)occurrencein our termindogy. A
statementrefersto a statemenin the original procediral
specificationof the hardwaresoftware system,while an
occurrencerefersto the execution of a statemenduring
simulation. A single statementnay execuited mary times
during simulation and may therebre be associatedvith
mary occurences.

Definition - A definition occurenceis atupled, = (ds,t)
andauseoccurenceis atupleug = (Us,t):

o ds € Ds, where Dg is the set of all statementsn the
hardware-software descriptim which assigna value to
signals.

e Us € Us, whereUs is the set of all statementsn the
hardware-software descrigion which use the value of
signals.

« t is a non-regative integer represeting the time of the
occurence.

We define a Mis-Timed Event (MTE) fault to be
associatedvith eachpair of definition and use statement
pairsonagivensignals € S whereSis thesetof all signals
usedin thedesign Theexistenceof anMTE faultindicates
thatthe associatedignaldefinitionoccus at theincorrect
timeandcausesheassociatedseto receveincorectdata.
Two typesof MTE faults can exist, MT Eeaty Wherethe
definitionoccursearlierthanthecorrecttime,andMTE ze
wherethe definitionoccurslaterthanthe correcttime.

Definition - An MTEeany (MTE4e) faultis a tuplem=
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Fig. 4. emptysignd is assertedate, (a) a sectionof the FIFO descrption, (b) a secton of the Processy descrption, (c) evert trace with error span
highlighted.

(ds, Us). thereis a useof thesignalinsidetheerrorspanof thefault.
Theerrorspanexterds from the erroreoustime stepto the
For exanple, Figure 4 shavs an MTE 4 fault and  correcttime step. Unfortunately the preciseposition of
Figure5 shovs anMT Eeany fault. the error spanis not knowvn sincesimulationof the faulty
circuit reveals only the errcneoustime step. It is cleat
however, that the erra spanmust extend, either forward
or backward in time, from the erroreoustime step. In
The examges of Figures4 and 5 demastratethata  orderto ensurethat a use occurenceis within the errar
timing fault associatedvith a signalis detectedonly if

B. Detectionof Timing Faults
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Fig. 5. datainsignalis assertd early, (a) a sectbn of the ProcessX descripton

highlighted.

spanof a fault, the use occurencemust be closeto the
correspondig definition occurracein time. Also, a use
occurencemustexist both earlierthanthe definition and
laterthanthe definitionto detectbothlate andearly MTE

faults. Thesecircumstancesxist in Figures4c and 5c
where, in eachcase,the use occurenceis immediately
adjacen to the errmneoustime step. The detectionof

the MTE 4e fault is acconplishedby the use befoe the
errmeoustime step,andthe MT Egayy fault is detectedoy
the useafter the erroreoustime step. We statethesefault
detectiorrequrementsgivenatestsequene P asfollows.

Definition - An MT Eeany fault, m = (ds,us), is detected
if thereexists (ds,t1) € DOsp, (Us,t2) € UOgp, suchthat
to—t1 <O.

Definition - An MTE,ze fault, m = (ds,us), is detected
if thereexists (ds,t1) € DOsp, (Us,t2) € UOgp, suchthat
t1—th <O.

« DOsp is the set of definition occurencesof signal s

during simulationwith atestsequeneP.

« UOgp is the set of useoccurencesof signal s during

simulationwith atestsequence.

« 0 is the error spanthreshold a nonnegaive integer

representinghemaximumtime betweerthe definitionand

useoccurence.d is alsotheminimum sizeof anerra span
whichis guaanteedo be detected.

IV. TIMING FAULT SIMULATION

We definefault simulationasthe processof determiring
the numbe of MTE faults detectedby simulating the
designwith a given testsequene. For thefault simulation
resultsshovn herewe have usedthe SystemClanguage
[23] which is freely available and allows simulation by
comgplation to a C++ exeautable. MTE fault simulation
is consistof threesteps.

1 . du/ud pairsidentificgion. Thedetection of MTE faults
requresa useimmedately befae andafterthe definition.
The represetation of the requrementon a dataflow in a
definitionruse pair and a use-definition pair. So the first

, (b) a secton of the FIFO descrption, (c) eventtrace with error span

stepis to identify du/ud pairs. Not all du/ud pairs are
feasible. For examge, if a definition occus to geneate
somecondtion under which a usewill never occur then
thisdupaircannever occur An MTE faultwhichcannever

occuris calledaredundntfault.

2 . Simuldion. The hardvare descriptionis simulated
with testvectors. All definition and useoccurencesare
recoraedduring thesimulationin theform of atimedtrace.
3 . MTE Faut Coverage Computdion. The timed trace
is analyzel to identify all du/ud pairswhich are executed
within delta time units of eachother If a du/ud pair
associatesvith anMTE faultis exectedwithin deltatime
unitsof eachother thenthe MTE faultis considerd to be
detected.Theratio betweenthe numter of detectedVITE

faultsandthetotal number of MTE faultsis the MTE fault
coverage.

V. EXPERIMENTAL RESULTS

To evaluage the MTE fault model, we have used
SystemC as the hardvare-softvare languag, althowh
ary languag@ which suppats discrete event simulation
might have beenused. The designexamges usedare
taken from the SystemCweb site [23]. Tablel provides
generalinformation on the examges used. Testvectas
are provided with the bencimarks. Table | includes
information on the numker of lines of code, the total
numter of du/ud pairs,thenumker of du/udpairsexecuted
during simulation,andthe MTE fault coverage. The fault
coveragenumbes shavn assuméhatd = inf. Thenumbe
of du/udpairsexecued countsonly thosepairswhich are
execuedwithout anintervening definition(definition-clear
path).In theexanple "stmach”,mostof thedu/udpairsare
redurdant,sothetruemaximum coverageshouldbehighe
than0.46 Thereasorfor redurdantin "stmach”examge is
thatthedefinitionsandusesareenclosedvithin corditional
brancles which are mutually exclusive. For examge,
signal "key” is definedwhen definirg signal "state” to
gate;, andsomeuseof "key” occurswhen”state” is not
in state,, sothis du pairis a redurdantdu pair becauset
will neverhave anopportunityto occur



| benchmark | #oflines | # of du/ud pairs | du/ud pairs executed | fault cov. without threshold |

fir 187 18 16 0.89
bus 78 16 16 1
simplex 192 24 17 0.71
stmach 195 186 86 0.46

TABLE |
GENERAL INFORMATION OF BENCHMARKS.

The detailedtiming analysisof eachexamge is listed
in separatdablesbecase the clock signal usedfor each
exanpleis different,andtherefoe causedargedifferences
in timing relatiorships.To eliminatetheeffectof redundarnt
du/ud pairs on our evaluation, when compuing fault
coveragein Tablesll-V, we corsideronly the du/ud pairs
which are executedassuminghat & = inf. The coverage
valuespresentedn Tablesll-V are normalized usingthe
maximum coveragevaluesin Tablel.

In our expeiments,we requred thateachdu/ud pair is
exeatedtwice or morebecauseachprocesexeaitesonce
oninitialization andmary du/ud pairsonly executeat that
time. The colum labeled”X” is the nunber of du/ud
pairs which execue only once. The first row of tables
II-V are the minimum time distanceof du/ud pairs; the
secondrow is the numter of du/ud pairs execued within
the correspading time distance.Row 3 is the MTE fault
coveragecorrespondig to differenttime threshdd.

time distance distribution of du/ud pairs
20 T T T T T T T

number of du/ud pairs
= =
o [$;]
1 1

al
1

15 20 25 30 35 40
time distance

: .||| Ll
5 10

Fig. 6. Time distancedistribution of stmachexample

We notice that most of the execued du/ud pairs are
within asmallrangeof time distancereferredasthecenter
region. Otherpairsarescatteredn a largerrangeof time
distance referredas the scatterregion. In the “stmach”
exanple, the numbe of du/udpairsexecutel within time
distance0 and1 is morethana half of all executeddu/ud
pairs. Figure 6 shawvs the time distancedistribution of

exampe “stmach”.

V1. CONCLUSIONS

We define a Mis-Timed Evert (MTE) fault mocel
which enablesefficient evaluation of test patterrs for
detectingtiming-inducedfunctional erras. We provide
MTE fault coverageresultsfor several SystemGCexanples
to demorstratethe utility of the apprach in identifying
potential timing faults in hardvare systems. However,
more investigationis neededto idertify infeasible du/ud
pairs, andto identify the minimum time distanceof each
du/udpair.
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TABLE V

MTE FAULT COVERAGE ANALY SIS OF EXAMPLE "STMACH”.
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